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Using Natural Language Processing

EXTRACTING KNOWLEDGE 
from maintenance reports 

Data-driven maintenance services are be-
coming increasingly diffused in the man-
ufacturing sector. Whilst it is true that the 
analysis of signals coming from industrial 
assets makes it possible to identify their 

health status and make decisions regard-
ing the execution of specific maintenance 
activities, it is also true that another great 
source of useful data for maintenance 
workers can be found in the reports com-
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Il team interno R&D di A-SAFE si dedica 
costantemente alla ricerca di innovazioni 
tecnologiche utilizzate per migliorare la 
propria gamma prodotti destinati alla sicurezza 
sul lavoro. L’impegno è continuo e la volontà 
di incrementare la sicurezza nei magazzini di 
tutto il mondo ha spinto A-SAFE a lanciare la 
4 ° generazione di barriere in polimero con 
caratteristiche tecniche uniche sul mercato.

Abbiamo lavorato al miglioramento delle caratteristiche 
tecniche del Memaplex, materiale di cui sono composte le 
barriere della 3ª generazione. Progettati e realizzati con i 
migliori materiali e le ultime tecnologie, i prodotti di sicurezza 
in Monoplex offrono livelli di versatilità, durata e prestazioni 
senza precedenti.

Bollard

A-SAFE si rinnova
Nuovo logo, nuovo brand 
e prodotti innovativi

Figure 1. Creation and 
re-use of knowledge 
to improve mainte-
nance service and 
asset design
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piled by technicians, which contain infor-
mation regarding the faults’ cause and 
the resolution method. However, the avail-
ability of such data is often underestimat-
ed by companies who, due to lack of time 
or resources, do not analyze reports with 
lengthy textual descriptions in detail, but 
often only exploit them for billing or man-
aging disputes with customers.

In this context, it is useful to analyze how 
Natural Language Processing (NLP) can 
help solve the limitations associated with 
the analysis of maintenance reports, al-
lowing companies to transform the un-
structured text into a set of structured 
data that can support the generation of 

new knowledge in the scope of improving 
maintenance service and industrial asset 
design (Figure 1).

One of the most common applications 
of Natural Language Processing is “top-
ic modelling”, which aims to indicate the 
topics dealt with in a series of documents 
without the need (for the user) for a de-
tailed reading of each one. Topic model-
ling can be useful for identifying, within 
unstructured reports, the most common 
problems faced by technicians.

Methodologically, topic modelling re-
quires various steps that must be per-
formed in a more or less recursive man-
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Figure 2. Example 
of the analyses that 
can be performed 
following topic assi-
gnment
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ner. As in all data analysis activities, a data 
pre-processing phase must be performed, 
which in turn consists of several sub-activ-
ities. Among the most common, we can 
mention “tokenization”, which consists of 
subdividing the text into elementary units 
(individual words) called tokens, prepara-
tory to the activities of “stop word remov-
al”, i.e. the removal of all those very com-
mon words in a language (e.g. the words 
“the” or “you”) that do not provide useful 
information for analysis, and the “lemma-
tization” phase, i.e. the reduction of a word 
to its basic form (e.g. the word “engines” 
becomes “engine”).

These steps serve to clean up and stand-
ardise the text to make it easier for the al-
gorithm to discover recurring words and 
patterns to identify topics within the text. 
Another activity consists of the identifica-
tion of n-grams, i.e., sets of n words that 
appear consecutively in the text with a 
certain frequency and that help contex-
tualise its content. For example, the word 
“claw” gives a certain amount of informa-
tion since there may be several claws in 
an asset, the n-gram “claw X” on the oth-
er hand makes it immediately clear which 
claw is being referred to. It is important to 
emphasise that the pre-processing phase 
is a step that is performed recursively and 
may require several steps before a satis-
factory result is obtained.

Another activity consists in assigning each 
token a weight that describes its contri-
bution to contextual understanding, an 
activity that can be carried out by exploit-
ing functions such as “term frequency-in-
verse document frequency” (Tf-Idf). For 
example, a word that appears very often 
in all analysed texts will be assigned a low 
weight because it does not help contex-
tualise a document. Conversely, a word 
that appears only in a small circle of doc-
uments will be assigned a higher specif-
ic weight because it helps to understand 
the context of the document. An example 
would be the word “engine”, which will 
only appear in documents in which the 
technician addresses an engine-related 
problem. 

Once the dataset has been prepared, it is 
possible to start the actual topic model-

ling activity. As mentioned, the objective 
is to identify patterns of recurring words 
to cluster them and identify topics. One of 
the most widespread algorithms to per-
form this activity is the Latent Dirichlet 
Allocation (LDA) algorithm which, based 
on certain user inputs (e.g., the number 
of topics to be searched for), assigns to 
each document a percentage expressing 
the probability that a certain topic is dis-
cussed in that document. First, it is neces-
sary to define the list of topics, an activity 
that is done by indicating to the algorithm 
the number of topics to be searched in the 
text and analysing their content to verify 
their correctness. As with the pre-process-
ing phase, it is necessary to perform this 
activity recursively until a satisfactory re-
sult is obtained (e.g., by varying the num-
ber of topics to search for or other param-
eters).

Once the topics have been identified, 
the previously defined LDA model can 
be used to perform the analysis of the 
dataset. As mentioned, the LDA algo-
rithm will assign to each document a 
percentage corresponding to the prob-
ability that this document deals with 
one or more of the identified topics.  
This value can then be exploited to group 
documents based on the assigned topics 
by performing (for example) frequency 
analysis, co-occurrence, or studying the 
temporal distribution of topics, resolution 
strategies, geographical areas where cer-
tain problems occur more often, and other 
aspects of interest to the company. Some 
of the possible analyses are shown in Fig-
ure 2. 

As shown in Figure 1, the creation of such 
knowledge can be useful for making im-
provements in the way the company han-
dles service requests, plans interventions, 
or designs assets and their components. 
Based on the output of the analysis, the 
company will then be able to make de-
cisions about modifying certain mainte-
nance policies (e.g., performing checks or 
executing preventive activities more fre-
quently) or varying the approach used to 
handle certain problems. Similarly, some 
components may be redesigned to pre-
vent too frequent failures due to specific 
operating conditions.□   
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